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THE PRACTICE OF ARTIFICIAL INTELLIGENCE
FOR THE TIME-ATTENDANCE DETECTION IN A WORKSTATION

The research emphasizes the importance of applying theoretical knowledge in legal practice, especially con-
cerning the notion under General Data Protection Regulation (GDPR) Article 9 when legislator, according to para-
graph 2, has allowed the use of artificial intelligence based on exceptions provided in «a» and «by from the prohibition
rule under paragraph 1 of the mentioned provision. Due to that, research reveals legal relations concerning unique
identification practices in the workplace. Two kinds of legal relations are targeted as examples. The first one involves
the time management of employees at the workplace, where the application of the principle of proportionality exempli-
fies that unique identification can only be practiced if there is a strict necessity. The second one discussed in terms of
regulations for implementing devices that use biometric authentication for the access control to premises in workplaces
under consent given by the employee.

The research confirms that unique identification in the workplace is acceptable under Article 9 (2, a & b) of the
GDPR, but interference with the fundamental right of an employee to the personal data protection in a workstation for
unique identification must be legitimate and proportionate to the terms to derogate from the GDPR Article 9 (1). The
research suggests installing the advancement of operative interfaces and experienced technology with non-biometric
intelligent systems that can deliver ample time tracking in the workplace.

Keywords: GDPR, smart technology, unique identification of employees, the right to personal data protection,
consent.
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IIpakmuka 3acmocysanns mexHonoz2ii 3i WMy4HUM iHmeneKmom 0114 00Ky podouozy uacy Ha pooouomy
micui

Jlocnioawcenns nioKpecuioe 6alciuBicms 3acmocy8anHs MeopemudHUux 3Haus y I0pUOUdHit npakmuyi, 0cobiueo
wooo nouwsmmsi, nepedbauenozo cm. 9 3acanvroco Peeymosanns 3axucmy /Janux (GDPR), xonu 3akonodaseys 6io-
HOGIOHO 00 Y. 2 0036071UE GUKOPUCHIAHHS WMYYHO20 THMENEKMY HA OCHOBI BUHAMKIB, NepeddaUeHux NYHKMamu «a» i
«by i3 npasuna 3a6oponu 3a u. 1 3a3nauenoeo nonogicennss. ¥ 36 3Ky 3 yum y 00CHiONCeH T 8UABLEHO NPABOGIOHOCUHU,
noe s13aHi 3 NPAKMUKOI YHIKAIbHOT i0enmugbikayii na pobouomy micyi.

Ak npuxnadu posensdaromscs 06a uou npasogionocun. Ilepwiuitl nog ’a3anuil 3 ynpagiiHHAM 4acom npayieHu-
Ki6 Ha poOo4oMy Micyi, Oe 3aCmOCY8AHHs RPUHYUNY NPOROPYIUHOCIE NOKA3YE, W0 VHIKAIbHA I0eHmugiKayis Moice 3a-
CMOCco8y8amucs iuwe 8 pasi cygopoi Heobxionocmi. /[pyeuil po3ensioaemvcs 3 mouKku 30py pe2yio8anisi BNPOA0ICEHH S
NpUCMpois, o UKOPUCTNOBYIOMb OIOMEMPUYHY AGMEHMUDIKAYII0 Ol KOHMPONIO OOCMYNY 00 NPUMILYeHb | PO3YMHUX
000amKig, 6CIMAHOBNIEHUX HA PODOYUX MICYSX 3a HAOAHOIO 3200010 NPAYIGHUKA.

Pesynomamu docniosxcenus noxkasyioms, wo GU3HAYEHHS YACY NPUCYMHOCMI NPAYIBHUKIE HA POOOYOMY Micyi
uepes 3aCMOCYy8aANHA MEXHONOIN 31 WIMYYHUM THMENEKMOM 6apmo nepeiiAnymu, wob oyiHumu nepeeazu ma pusuxu,
n08 s3aHi 3 YUM.

Jlocnioocennsi niomeepoiCcye, wo YHIKAIbHA [0eHmugikayisi Ha poboyomy micyi nputiHamua 32i0no 3i cm.. 9 (2,
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KoHcTuTyuinHe npaBo. AgMiHicTpaTMBHe npaeo i npouec. ®iHaHcoBe nNpago.
IHdopmauinHe npaBo. MixxHapoaHe npaso.

a & b) GDPR, ane smpyuanns y oyHoamenmanivHe npaso pooimHUKa Ha 3axXucm nepcoHAbHUX OAHUX Ni0 4ac 00poOKu
OlomMempuyHUX OAHUX MA€E OYMu 3aKOHHUM I NPONOPYIHUM HeobxiOoHocmi siocmyny 6i0 cm.. 9 (1) GDPR. YV odocni-
O0JICEHHI HA20OUIEHO HA 8ANCIUBOCII HAOAKHS 2APAHMIT NPAYIGHUKY U000 00Cmyny 00 NePCOHANbHUX OaHUX ma 6e3
3aMPUMOK, @ MAKOHC HeOOXIOHOCME pobomooasyto oomexcumu 0ocmyn 00 6asu OaHUX mpemim ocobam.

Hocnioscenns nonepedaicac, wo Hexmy@anHs pobomooasyem opeaHizayiiHumu ma mexHiyHuMu npoyeoypamu
Pe3epero2o 3axucny He 003805€ NOBHOIO MIPOIO OYIHUMU PUBUKU [ MOdICE NPU3BECmU 00 HeOOCMAMHbLO2O 3AXUCHY
NEePCOHANbHUX OAHUX NPAYIEHUKA.

Jocnidoicents pekomeHOye nposoOUmU MIHCOUCYUNTTHAPHE OOCTIONCEHHS U000 GUKOPUCIAHHS OIOMEMPUYHUX
XApaKmepucmux po3yMHUMU A8MOMAMU306AHUMU MEMOOAMU MA 3aKIUKAE 00 NPULIHAMINS HOPMAMUBHO-NPABOBUX AK-
mig, AKI 3a0e3neuyoms npo3opy, YIeCnPAMOSany ma 3p03yMiLy NPaKmuKy 3acmoCy8aHHs WHIYYHO20 THMeNeKmy O
2POMAOosiH, sIKi He € (haxieysamMu-opucmamu, 30Kpema 0ist po6omooasyie ma NPayieHUKIG.

3anpononosano npudinumu yeacy 00 600CKOHANEHHS ONEPAyitiHux iHmep@elcie i adciusocmi nepesipKu
Mo2o, U MOXNCYMb HeOIOMempUYHi CUcmemMu MexXHON02I 31 WMYYHUM [HMeLeKmom 3abe3neyumu 00CmamHit 0oniK
uacy Ha poboyomy micy.

Kniouosi cnosa: GDPR, cnapm-mexnonozii, yrikanibha ioenmuixayis npayieHuKie, npago Ha 3axucm nepco-
HANbHUX OAHUX, 3200d.

Introduction. The fast growth of information technology has increased the need for robust personal
data protection, which the European Union (EU) provides. Protecting this right has become more challenging as
technology advances, especially with the widespread use of digital biometric technology in the business sector. The
risks for individuals’ unique characteristics and the EU’s legal framework face new challenges in regulating it. The
Regulation (EU) 2016/679 on the Protection of Natural Persons with Regard to the processing of Personal Data
and On the Free Movement of Such Data and Repealing Directive 95/46/EC (General Data Protection Regulation)
(GDPR) has made significant progress in protecting personal data, including biometric data processed by Artificial
Intelligence (AI). However, there is controversy enclosing the practice of Al in the employment context, which is
the research’s focus.

Transparency is a fundamental principle of personal data processing under GDPR Article 5 (1) (a). It is
closely linked to the principles of reasonableness and legality when collecting personal data from data subjects,
which means companies must provide information following GDPR Article 13. Providing adequate information to
employees (data subjects) is crucial to ensure they can make informed decisions and understand the implications
of their consent. While Article 13 does require that certain information shall be provided to data subjects at the
time of approval, it is essential to note that a valid license may not always be subject to this condition. This
information must still be available to data subjects in other ways, such as through the company’s privacy notice.
To obtain a valid consent, the employer (data controller/processor) must provide the data subjects with specific
information, including (i) their identity, (ii) the purpose of processing, (iii) what data will be collected and used,
(iv) the right to withdraw consent, (v) any use of automated decision-making under Article 22, where relevant, and
(vi) any risks associated with international data transfers in the absence of adequate safeguards. By providing this
information, data subjects can make informed decisions about whether to provide consent relying on transparent
and responsible Al practice in the workstation.

According to GDPR Article 6 (1) (a), consent must be given for one or more specific purposes. Valid
consent requires several conditions to be met. One of these is the identification of the consent itself. To identify
consent, a company must (i) determine and specify the intended purposes, (ii) provide explicit requests for
separate consent if necessary, and (iii) differentiate consent from other related information. In practical application
situations, the individuality of consent is generally less challenging than voluntary consent. In an employment
relationship where automatic processing is used, identifying the specific purposes for each use case is relatively
straightforward. Transparent information is crucial to ensure that employees understand the purpose for which
their data is being used, and it is vital for valid consent.

Analysis of recent research and publications. Only a few researchers have studied the appointed
theme of the research, which demands more attention from the scientific community of law. As it has been found,
installing biometric systems in a workplace should not abuse employee data protection. Employers cannot impose
restrictions on worker rights [2, p. 34]. Since the deployment of a biometric system is usually carried out for all
employees, it can extend its use to a limited number of data subjects [2, p. 34].

According to scholar Cefaliello [4], the term «data» mentioned in Article 9 of the GDPR refers to
personal data that reveals racial or ethnic origin, political opinions, religious or philosophical beliefs, trade union
membership, genetic data, biometric data to uniquely identify an individual, data concerning health, or data
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concerning a person’s sex life or sexual orientation. These categories are some grounds against which employees
cannot be distinguished. The processing such special personal data is not permitted unless one of the following
exceptions applies: (1) the (prospective) employee gives a consent (as outlined in Article 7(3)(a) of the GDPR) (2)
the employer exercises rights and obligations under labour or social law and fulfils legal obligations (as outlined
in Article 7(3)(b) of the GDPR), or (3) the (prospective) employee makes personal data publicly available to
others where, significantly, the shared private information may not always be relevant to fulfilling the employment
contract.

In this respect, Sowa et al. [11] in findings present that Al in the field of employment should prioritize
collaborative approaches between humans and leads to increased productivity in knowledge work rather than
complete automation. Also, a scholar Upchurch [12] examines debates and controversies around the impact of
robots and Al on the world of work and reflecting outcome on Alan Turing’s tests of artificial intelligence and their
efficacy in modern applications. The study concludes that technological singularity is not imminent and examines
aspects of public policy. Scholars tend to support prioritizing frontline employees (FLEs) roles in hospitality
services and expect Al to empower those roles where engaged FLEs are the primary sources of human-centered
hospitality and interactions; authentic hospitality perceived by customers is a service outcome of FLEs with
proactive inputs of physical and psychological resources [10].

Consequently, according to Kassir et al. [7], the current discourse on innovations in employment selection
is flawed for two reasons: (1) it ignores the fact that large corporate employers seldom rely solely on human
decision-making and often use traditional hiring tests, and (2) it fails to consider the benefits of recent technological
advancements in light of the domain-specific challenges of employment selection that have sustained the «diversity—
validity dilemmay. These various spatial developments, representing reduced control by office workers of their
immediate working environment, seem more likely to be found in large-scale routine back-office work where there
is little face-to-face contact with the public or customers [5]. However, Weiss [13] suggests that using employee
data in a job application may increase the opposing perspectives of the applicant, but not more than if they received
assistance from a human.

Statement of the problem. According to the GDPR Article 9 (1), unique identification is prohibited;
however, companies can escape from such strictness when there is a relevant «abnormality» under paragraph 2.
Consent as a basis for legitimizing the use of Al in an employment relationship as per GDPR Article 9 (2, a & b)
can be misleading and problematic due to the unequal power dynamic between employers and employees. While
obtaining voluntary consent is not entirely excluded, it should only be used when the employee has a genuine
choice, and their consent can be withdrawn without adverse consequences.

The lack of specific legislation poses a challenge for employers who want to implement intelligent
identification systems in the workplace since biometric data is categorised as susceptible personal data under
the GDPR. Employers must navigate the thorny question of whether and how to allow the practice of smart
technology to process employees’ data complying with the GDPR while also considering the benefits of such
techniques for their business activities. In this regard, the research interest of Article 9 (2) of the GDPR primarily
relies on two exceptions. Firstly, it is explicit consent from the data subject under (a): «the data subject has given
explicit consent to the processing of those personal data for one or more specified purposes, except where Union
or Member State law provide that the prohibition referred to in paragraph 1 may not be lifted by the data subject.
Secondly, it is unique identification in employment context under (b) which specifies that «processing is necessary
for carrying out the obligations and exercising specific rights of the controller or of the data subject in the field
of employment and social security and social protection law in so far as it is authorised by Union or Member
State law or a collective agreement pursuant to Member State law providing for appropriate safeguards for the
fundamental rights and the interests of the data subject.

The purpose of the research article addresses the exploration of whether explicit consent could be
sufficient for using intelligent technology with biometric techniques in the workstation and whether the additional
settings need to be altered. The research target is to find out finding the most common practice of biometric data
processing in workstations and develop recommendations for compliant framework.

Methodology. The research examinates the legal mechanism of the principle of proportionality application
on stipulations regarding the use of Al with biometric techniques under the GDPR Article 9 (2, a & b). This
approach provides critical insights into emerging paradigms and practices of Al in workstations.

The research design is structured into three stages. These stages are complemented by a forward-looking
analysis of the goals, drivers, barriers, and risks associated with the Al’s use in the workplace, including :

1) analysing the data protection implications of Al usage in workstations;
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2) investigating the complementarities between biometric data and companies’ data governance processes;

3) assessing which Al practices best support employee trust and strengthen unique identification legitimacy
(8, p. 2].

Accordingly, the article offers inputs for a landscaping exercise of Al governance together with the data
regulatory frameworks in the EU, drawing from the GDPR to the experiences of France and Sweden.

Research results. The EU promotes synergies between individuals and companies where the accuracy
of biometric technology is beneficial. The application of proportionality principle to use biometric technology
in various scenarios, such as access control, time tracking, and logging into workstations and applications, is
critical. Employers must determine in advance whether smart technology for unique identification of employees
is necessary, consider the legal risks associated with processing employees’ unique characteristics and apply
proportionality criteria to ensure compliance with data protection regulation.

Table 1
Legal Criteria of the Principle of Proportionality for Biometric Data Processing Application
Disadvantage Benefit Aim Result
Steps
Risks Proportionality Biometric Data Processing Compliance
1 Uncertainty on the Legitimac GDPR +
Necessity & Y Article 9 (1) (2) + Recital 4
’ Incompatible Balance of Lawfulness +
Interests Interests GDPR Atrticle 6 (1, a)

Other Purpose then Initially Limitation & Pr.ocessmg .under Control of.a Per§0n

3 Established Determination involved in the Legal Relationship +
concerning him/her Biometric Data

Disclosing other catqgorles Ensuring Technical and

4 of Data, and Processing for . . +
. Legal Protection Organizational Measures
Incompatible Purposes

Source of a Table «Legal Criteria of the Principle of Proportionality for Biometric Data Processing
Application»: Bulgakova, D. (2021). Application of the Principle of Proportionality on Biometric Data Processing
in European Union Law. University of International Business and Economics (UIBE), Law Faculty, Doctoral of
Laws Degree Dissertation, p. 150.

Under the table «Legal Criteria of the Principle of Proportionality for Biometric Data Processing
Applicationy [1], the proportionality steps consist of four logical criteria to meet the GDPR’ Article 9 (1) (2, a &
b) requirements. Based on that, before implementing biometric technology, its necessity must be evaluated. Hence,
the research proposes concentrating explicitly on necessity for intelligent approaches to detect employee attendance
by applying proportionality criteria in practice. The necessity criterion is a precondition for a proportionality, and
other standards are irrelevant if necessity is not met. To address uncertainty regarding the necessity, the GDPR
Article 9(1) (2, a & b) provides a legal ground for applicable standard with reference to the legitimacy. To obtain
permission to process biometric data, employment relationships shall extent data protection policy.

In the context of the employment relationship, to evaluate whether biometric identification is necessary
for the intended purpose and whether alternative means of protecting personal data could suffice, - the Al practice
shall be limited with respect to the unique characteristics needed. The frame includes only those bits of personal
data that could avoid the absolute identity proof of the person concerned in the process of unique recognition and,
at the same time, could be enough to verify a concerned personhood [3, p. 211]. The GDPR Article 88 (2) explicitly
mandates Member States to incorporate adequate and precise measures into these ordinances to protect human
dignity, legitimate interests, and necessity as well as Member States are entitled to establish specific requirements
and more complex regulations regarding unique identification under Article 9 (4). It is especially needed when
attention is also given to transparency of data processing, personal data transfers within the same group or group
of companies, and workplace monitoring systems.

Biometric identification can be a convenient option in the workplace as it eliminates the need for employees
to remember passwords or use other identification methods, such as access cards. This method also adds an extra
layer of security by providing a unique identification method [9]. The question of whether less intrusive methods
could meet privacy protection requirements needs to be clarified. For instance, using fingerprint access control at a
gym may be disproportionate when weighed against the risks to the rights and freedoms of individuals. Similarly,

ISSN 2524-0129 (Print) / ISSN (2664-5718) (Online). AkTyanbHi npobnemn npaso3HascTea. 3 (35)/2023 33



Bulgakova D., Bulgakova V.
The practice of artificial intelligence for the time-attendance detection in a workstation

biometric identification in workplace access control must be analysed in terms of proportionality. While smart
technology practice is typically justified on security grounds, more is needed to enhance security, as biometric data
can also be collected without an employee’s knowledge. It is, therefore, crucial to consider proportionality when
determining the conditions for using biometric identification. This includes analysis of joint elements about (1)
whether biometric identification is necessary to fulfil the current need, (2) whether it is an effective way to meet
demand, and (3) whether there are potential adverse effects on the privacy protection of individuals. In the view
of the research, if intelligent technology is employed, adequate security measures, such as determining retention
times and else technical and organizational means of security shall be taken care of. Suppose the employer needs
to use biometric data, such as a fingerprint, to provide access to a high-security risk area. In that case, the employer
must store data as an encrypted code and ensure that the system holding the code is secure.

Access control is an everyday practice for biometric identification in a workplace; experience shows
that unique recognition needs to replace access cards as the primary means of employee detection for controlling
access to workplaces. Monitoring working hours using biometric data, such as with modern hour card systems,
is like biometric identification for access control, as both identify a person upon entering a workplace. However,
unlike access control, it is challenging to justify Al for monitoring working hours, as it has different security
considerations. Privacy statement requirements may also limit the utilization of biometric systems. Additionally,
integrating time attendance and access control systems can streamline operations and enhance security measures
which can extend beyond traditional workstations, including laptops, desktops, tablets, and various applications.

Nowadays, employees can securely access work-related devices utilizing biometric authentication methods.
For instance, Microsoft Windows Hello for Business offers facial recognition and fingerprint authentication, which
is widely operated in companies operating on Microsoft Workstations. Also, a compelling legislative example is
the authorisation of the French Data Protection Authority’s (FDPA) in AU-027 — Deliberation n°074 on Unique
Authorization for the use of fingerprinting in professional laptops stipulating that fingerprint templates must be
stored exclusively on a limited number of professional laptops available to employees for work-related access.
It is also required that fingerprint samples are only enrolled during enrolment. Furthermore, only one or more
fingerprint templates, not an image or picture, can be saved, and the content cannot be read without the employee’s
knowledge. The templates must be encrypted using an algorithm that prevents reference to the sample, and data
processing is limited to a user ID, password, and pattern. In deduction, Al methods for time attendance and access
control systems are significantly enhance security measures in the workplace. However, it is crucial to implement
proper steps to protect employees’ data and maintain compliance with relevant regulations. The primary distinction
between biometric identification and access control systems is that access control and time and attendance tend to be
entirely «employer-controlled» since Al can be more fragmented when logging into workstations and applications.
This is because the employer may only sometimes have complete control over whether an employee uses biometric
identification, as noted by Neace [9, p. 74].

Furthermore, the choice between using biometric authentication or identification depends on the specific
use case. Authentication is typically used when logging into workstations or systems through an Al. Generally,
is assigned to a particular person, and authentication confirms a person’s identity. In contrast, access control and
time attendance systems can be based on either authentication or identification, depending on whether biometric
identification is used alone or in combination with other identification methods. For instance, when the person is
identified among all system users. However, if biometric identification is combined with another identification
method, such as a pass card, settings can also operate based on authentication. In such scenario, the pass card
identifies the person, followed by Al to confirm that the card holder is the rightful one.

When an employer processes an employee’s data, it is essential to guarantee that the processing is legal, and
the GDPR provides several conditions for this. GDPR Article 6 (1, b) states that the processing shall be performed
under a contract, legal obligation, or consent. Hence, the processing can be permitted if it is legally required and
there is, at the same time, the employee consents. Implementing smart technology may be necessary to fulfill the
employment contract and to meet security needs. For example, employers should collect, and report data related
to employee work performance, issue attendance records, and monitor working hours per statutory conditions. In
some cases, there may be a legal obligation to use biometric data, such as fingerprint identification, to ensure the
safety and security of individuals and property. However, employing Al must be justified and accompanied by
strict safeguards to ensure legal processing. Implementing biometric identification can also be necessary to fulfill
the employment contract, such as when assigning specific workstations to employees. However, using biometric
data must be balanced against the employee’s right to privacy and data protection.
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According to the research, France, the first Member States country, in 2007, has already guided the use
of Al in a workstation, expressing that it must be justified and combined with strict safeguards to protect the
physical integrity of persons, goods, installations, or information. However, the research hypothesis argues that
those criteria applied arbitrarily. The business may rely on a higher security interest to protect authorized persons
who use unique characteristics. Those who are not authorized may not invoke the same security interest.

It is a legitimate aim to collect data for maintaining order and safety, and smart technology plays a crucial
role in improving and reinforcing external borders. In fact, the EU has been developing large-scale IT systems
for collecting and processing biometric data to enhance border security. The Commission Implementing Decision
of 30 November 2018 delivers technical specifications regarding security features and standards. Prior to that,
according to the European Data Protection Supervisor (EDPS) Opinion of 15 May 2014 on a notification for
prior checking received from the Data Protection Officer of the European Parliament in Connection with the
Biometric Verification Device Case, an employer’s legitimate interest in ensuring security of its premises and
information systems, enabling access to information, information systems, and managing office space, justifies
the processing of personal data required for access control. However, the study contends that processing personal
data is necessary for a company to carry out its tasks in various situations, even if a legal obligation, consent, or
agreement cannot justify the processing. The EDPS did not explicitly refer to fundamental rights but rather to
personal data protection legislation. Hence, the proportionality assessment is beneficial as per EDPS Guidelines
on Assessing the Proportionality Measures that Limit the Fundamental Rights to Privacy and the Protection of
Personal Data of 19 December 2019.

Furthermore, under GDPR Article 4 (11), consent must be a «voluntary, individualized, informed and
unambiguousy expression of intent. In an employment relationship, consent is rarely considered appropriate as it
may not be freely given, and the employee’s interest must be deemed subordinate to the employer. The suitability
of permission in the context of an employment relationship is the relevant exception to the GDPR Article 9 (2)
for processing specific categories of personal data. Collection of a biometric identifier is challenging to see as a
justifiable condition for concluding an employment contract because a biometric identifier is not necessary data for
the employment contract as, for example, name and contact details. In the case of the unique identification practice,
the legal basis for processing cannot become an implementation of the deal. On the other hand, Al practice could
be based on the employer’s statutory obligation where the legitimate interest of the employer and the restriction
on its performance should be emphasised. Concerning biometric identification, the employer’s legitimate interest
remains the most appropriate legal basis for the proceedings if prior there has been a friendly instruction with an
employee.

According to Article 6(1)(f) of the GDPR, the legitimate interest (basis) for processing personal data does
not apply if an employee’s data requires protection or if fundamental rights and freedoms outweigh the benefits
of processing. Therefore, when using the legitimate interest as a legal basis for processing, a balancing test must
be conducted to determine the controller’s legitimate interests versus the data subject’s fundamental rights and
freedoms. In Al, this balancing test poses a significant challenge. It is crucial to weigh whether utilizing biometric
identifiers not proportionally interferes with the rights and freedoms of the data subject. Although a legitimate
interest may to be the most appropriate basis for processing biometric data in an employment relationship, the
application of GDPR requires the applicability of exceptions strictly stipulated in Article 9 (2). As a result, a
legitimate interest can ultimately only apply if one of the exceptions to the exceptions applies, which typically
requires express consent from the data subject (a), or specific legislation in the employment context that permits
processing (b). The research has found that if none of the exceptions outlined in Article 9(2) of the GDPR applicable,
obtaining explicit consent under the conditions of a valid license is the only legal exception for biometric processing.
However, when installing biometric systems in the workplace, avoidance of the infringing employee protection is
crucial. For instance, access control to premises and areas requiring restricted access for security reasons should
not compromise employee personal data under GDPR. Therefore, the principle of proportionality serves as a
measure to ensure employee personal data protection while balancing the interests of all parties involved. Also,
employers can leverage biometric applications to facilitate administrative tasks such as monitoring employee
attendance and working hours or accessing services like meals. However, deploying a biometric system in such
cases is typically done for all employees or third parties with permit, making it difficult to limit its use to only a
limited number of data subjects. Thus, employers must ensure that the deployment of Al systems does not unduly
compromise employee privacy.

The importance of providing an alternative identification method when assessing the valid nature of
consent, particularly in employment, has been emphasized in recent rulings. For instance, the Swedish Authority
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for Privacy Protection (Datainspektionen) permitted biometric identification for workplace access control and
working time monitoring, subject to the employee’s consent and the availability of an alternative, less invasive
means of identification. Similarly, an airline practice there is a fingerprint-based passenger identification as an
alternative identification means. However, in a recent Decision (Docket) of the Swedish Authority for Privacy
Protection No DI-2019-2221 on Supervision under EU Data Protection Regulation 2016/679 regardless facial
recognition for pupils’ attendance control, it was deemed that the criteria for voluntary consent were not met, even
though students had the option to opt-out and use traditional attendance methods. This was due to a significant
mismatch between the controller and the data subject, making it difficult to consider the consent to be voluntary
as guides the GDPR Recital 43. Although employees may also be disadvantaged in their relationship with their
employer, the situation differs from that of young people to be under an authority’s control. Therefore, the Swedish
Authority for Privacy Protection’s solution remains in question. In the view of the study, providing an alternative
identification method is crucial in ensuring that consent is voluntary, especially in employment, where the power
imbalance between employer and employee may affect the voluntariness of the approval. The study argues against
drawing the determination that consent to process data using intelligent techniques should be mandatory in working
life, even when alternative identification methods are available. The most common option for access control is the
access card. However, if an employer seeks to improve the safety of its premises by utilizing two-step identification
and wants to use biometric identification as an add-on to an access card (e.g., multimodal identification), the
situation becomes more complicated. Nevertheless, guaranteeing sufficient safety with less privacy intervention
is still achievable by using an access card and a code. Consequently, according to Article 4 (7) of the GDPR, the
controller is the entity that determines the purposes for processing personal data. The French Data Protection
Authority (FDPA) in Deliberation no® 2016-187 (AU-053) of 30 June 2016, relating to the single authorization
for the implementation of devices whose purpose is to control access by biometric authentication to premises
devices, and computer applications in the workplace, refers to the controllers as those who conservate templates in
database. This regulative landscape means that the controller decides why and how the data is processed, including
decisions about which employees are authorized, for instance, to collect data for specific purposes and by certain
means. In the case of a workstation, for example, the employer defines that biometric data shall be collected to
manage access to a workstation.

Sometimes, the situation can become complicated when the employer needs IT knowledge to manage
workstations, such as in small companies. In such cases, the employee may be free to choose the method of logging
in. However, the employer may still be considered a data controller even in this situation. This creates a problem
because the employer determines that access must be managed but practically cannot govern the means to do so.
To address this issue, the employer should take action, such as seeking expert advice or implementing appropriate
policies and procedures. Unlike workstations, mobile devices are typically personal devices that are not always
under the employer’s control and may not require a code or biometric authentication to unlock. In addition, the
employer may only be able to erase the device’s memory if it is, for example, stolen. Although biometric data
is processed when unlocking a mobile device, and it is unclear whether the employer is the controller. As per
the FDPA Deliberation no® 2016-186 (AU-052) of 30 June 2016, relating to the single authorization for the
implementation of devices whose purpose is to control access by biometric authentication to premises, devices,
and computer applications in the workplace and guaranteeing control by the person concerned on their biometric
template, the employer does not process biometric data. Therefore, a study suggests that the employer should not
be considered a controller. This issue is significant for biometric data, because if the employers are not considered
the controller, they are not responsible for ensuring the lawfulness of the processing of such data. In addition,
the same technique includes BYOD (bring your device) principle, as per the EDPS Opinion on the Commission
Proposal for a Regulation of the European Parliament and of the Council on a European Network of Employment
Services, Workers’ access to Mobility Services and the Further Integration of Labour Market of 3 April 2014, when
employer can escape from the GDPR approach.

Therefore, assessment the employer’s systems to which the staff’s device can be logged «in» is important.
The employer defines the purposes and means of processing. It is important to note that logging into the employer’s
systems is essentially separate from the authentication to unlock the device, which is not the case with logging into
the device itself.

Conclusions and Recommendations. Consent is an unambiguous expression of desire, and a critical
component of GDPR; it shall meet a voluntary criterion to be valid. However, in the context of an employment
relationship, the condition of voluntary service can be particularly problematic, given the power imbalance between
the employer and employee. Despite this, employers shall demonstrate that consent has been given voluntarily in
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certain situations. Consent must be voluntary to apply for permission as a legal basis for unique identification
under Article 6 or as an exception to Article 9 (2, b), which allows biometric identification in an employment
relationship. Under GDPR Article 7 (1), the employer must be able to demonstrate that the data subject has given
their consent. To guarantee that permission to operate intelligent processing is voluntary, employees shall have a
option to refuse without penalty. In practice, if Al is used for login and access control purposes of workstations and
systems, there must be an alternative to biometric identification. Otherwise, an employee must consent to log in or
access the necessary techniques, which deems to be not valid.

For biometric data processing of workers, consent should not be used as a legal basis for proceedings.
Instead, consent should only be considered when no other legal bases for unique recognition performance or
exceptions are suitable. A case-by-case assessment is necessary to determine whether consent is appropriate as
a legal basis for processing. Even when consent is deemed appropriate, it must be informed indication of the
employee’s «willy. Instead, the data subject must consent in a way that indicates that they accept the proposed
processing of their data. Merely abstaining from activities such as changing default settings cannot clearly indicate
an employee’s «will». Although the regulation does not impose a formal requirement for consent, it is crucial to
ensure that it is evident that the data subject has agreed to the specific processing of their data. In recap, using
consent as a basis for legitimizing smart technology in an employment relationship must be cautiously approached.
Employers must ensure that employees have a genuine choice and provide clear and concise information about
the scope of data processing. Under the GDPR Article 4(11), consent should be a statement or act that clearly
expresses the data subject’s «will» and should not be granted through silence.

To show compliance with the mentioned provision, explicit consent is required when processing specific
personal data. While the criteria for a standard license have already become more stringent with the GDPR,
additional conditions are necessary for an explicit permission. One way to ensure the exact nature of consent is to
request the employee’s signature for written consent, although other options exist. Electronic forms, emails, and
electronic signatures can also provide explicit consent in the digital environment. Even the «yes» and «no» buttons
on internet pages can be deemed explicit consent if the text indicates the approval being given. However, it is not
ideal when regulation do not define explicit actions. Thus, it is essential to inform workers clearly about the type
of consent requested and what they are consenting to. This emphasis on clear communication underscores the
importance of ensuring that workers are fully informed when they agree. The employer must provide transparent
and verifiable information to employees about processing personal data before seeking their consent. It is also
essential to consider whether workers fully understand the implications and risks of biometric data processing
when company, for example, changing the policy.

When logging into workstations or systems, it is crucial to consider whether consent can be given by
changing settings. Consent must be voluntary, individualized, and unambiguous to guarantee the responsible Al
use in the workstation. Cancelling consent should be as easy as giving it; if consent is given through an electronic
interface, it should also be possible to withdraw it by the same understandable interface as also demonstrated in
the GDPR Recital 32. To implement technical solutions for biometric identification, companies should ensure
that withdrawing consent means a stop to process biometrics and removal of all links to a person’s identity.
Hence, companies should ensure that those conditions are met. Furthermore, employees shall receive sufficient
information before consenting.

To ensure the responsible use of biometric data as a unique identifier, - companies must provide clear and
easily accessible information about how this data used. While the GDPR does not mandate a format for providing
this information, it must be communicated clearly and in understandable language. Additionally, workers should
be informed if the biometric system creates an individual model or if the algorithm generates the same model for
multiple systems. Consequently, employers need to confirm that the employee understands what they agree to, and
to assess any potential negative consequences of processing biometric data in an employment relationship.

Another vital aspect to consider is the circumstances in which an employer can be deemed the controller
of biometric data. This becomes particularly relevant when unique identification is not used in the employer’s
overarching governance systems, such as access control systems, but in employee-controlled devices, workstations,
and mobile devices. In such cases, the employer may have some level of control over the workstations used by
employees, but the obligations of a controller under GDPR may not necessarily apply. Furthermore, it raises
questions about where the boundary between employment and personal life lies - while an employer may provide a
mobile device, it is also often used for personal activities - blurring the lines between a tool for work and a personal
device, making it challenging to define privacy and data protection responsibilities clearly.
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In summary, the research outcome (1) shows that time-attendance detection of employees by artificial
intelligent practice should be reviewed to assess the benefits and risks involved; (2) stresses the importance of
providing guarantees to the employee regarding access to personal data without delay, as well as the need for
employers to restrict access to the database by third parties; (3) recommends interdisciplinary research on utilizing
biometric characteristics by innovative automated techniques, and (4) calls for regulations that provide transpar-
ent, purposeful, and comprehensible artificial intelligence practice for non-legal expert citizens, in particular, for
employers and employees. Finally, (5) the research warns that an employer’s neglect of organizational and techni-
cal backup procedures fails to assess risks fully and may result in insufficient protection of employee personal data.
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